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Abstract— This paper discuss about Feed Forward Neural
Network (FFNN) modelling by using the discrete wavelet
transform (DWT) as pre-processing to the input and target.
Before the training to the FFNN be done, the wavelet
decomposition is performed from the input and target with the
DWT at a level decomposition and result the approximation
coefficient. After training, the reconstruction process as a post-
processing will returns the output that be resulted from the
FFNN to the term at first. We call the process as an inverse
discrete wavelet transform (IDWT). The next step is do the
predict in-sample and also predict out of sample from FFNN
with Haar discrete wavelet transform at certain level
decomposition. The FFNN training method that be used is
Levenberg-Marquardt with the logistic sigmoid as activation
function and network architectur is determined before. Then the
model isapplied to the financial time series data.

Index Term—FFNN, pre-processing, DWT, financial

I. INTRODUCTION

Neural Network modelling or especially Feed Forwar:%

Neural Network (FFNN) model has made a rapid gieMNN
Neural networks are developed to emulate the hubraim
that is powerful, flexible and efficient. In the bmequent
development the FFNN model also have been appli¢dea
various field, for instance in classification, dkrsng and
predict the time series data. Many research havdobe to
apply the FFNN model to predict the time serieslinear
(e.g. [1], [2]). However, conventional neural neti®process
signals only on their finest resolutions [3]. Tikroduction of
wavelet decomposition as in [4], provides a newl tfuw
approximation. It produces a good local represanmtadf the
signal in both the time and the frequency domains.
Wavelet is a basis function that be used in reptesg data
or other functions. The wavelet algorithm procesata at the
certain scale and the different resolution. Thestrmuction of
orthonormal system proposed at first by Haar andas a
foundation of modern wavelet theory. Wavelet fiores have
a different value from zero in a short time intérraatively.

At this condition wavelet is different with neithtre normal
function nor wave function like sinusoida, wheré cdlthem
are established in a time domaino(«). There are some basic
wavelet functions that are Mexican hat, Gauss Wyel
Morlet Wavelet and also Daubechies Wavelet familhe
result of wavelet transformation will give a set whvelet
coefficients that be obtained from point observa{jlocation)
at different level (scale) and range width [5]. Tehare some
way that can be done, one of them is Discrete Véavel
Transform (DWT) as be suggested as in [4] that psed a
fast algorithm to determine wavelet coefficientsheT
superiority of the using the DWT is its multi regtbn
representation. DWT can give a good local reprediemt in
both time and frequency domain.

The reprecentation of a function with wavelet witbre
efficient because it localized in time domain (thean is that
the wavelet function will give a null value wheretblomain is
relatively huge). It is caused the number of coedfits of
avelet that have non zero value in reconstruatiofunction
ith wavelet is relativelly few. This matter is esigthened
with the rate of convergention, that is integrateglan square
error (IMSE) from wavelet estimator that form oné o
goodness measure from an estimator. The optimdISE of
wavelet estimator from smooth function will fastzero [6].
Beside that, wavelet also can to representativefithetions
that have unsmooth and function with high volatilitecause
the basis in wavelet is established by position andle
(translation dan dilatation). At a part of unsmodtimction,
wavelet representation will use narrow support atnal part of
smooth function will use more wide support. At tbther
hand, wavelet functions have locally adaptive suppo

Inspired by both the FFNN and wavelet decomposition
many research then proposed wavelet network. Tdgddd to
rapid development of neural network models integgtawith
wavelets. Most researchers used wavelets as hasisidns
that allow for hierarchical, multi resolution learg of input-
output maps from data. The new model that be cocistd is
an FFNN with the wavelet packet as a feature etitnac



method to obtain time-frequency information intéated with where xis activation from input unit i that sends itsreig to

input [7]. Some research applied this model inaasifields, hidden unit j and yis weights of the sent signal and j = 1,2,

i.e. to estimate a function [8], to predict the lexege rate ..., g is the number of hidden unity\is the weight from bias

integrated with genetic algorithm [9], to analybe nhonlinear to hidden unit j. The results of the summation them

time series [10,11] and to synthesis the Wavel&iSi[12]. transformed with nonlinear activation function)ifto get
This paper discuss FFNN modelling with discrete ele/ activation zof unit j in the form :

transform as pre-processing, especially by usingrkhavelet z; = f(z_inj) (3)

at various level and be applied in time seriesrfoia data. After all hidden unit computes its activation t d its

Il. NEURAL NETWORK signal (7) to output unit. Output unit then computes its
activation to give respon of the network to theunpattern

Neural Network model that be observed specificallyhis that be sent in the form

resesarch is Feed Forward Neural Network (FFNN) ehod
FFNN architecture that be used to predict timeesediata with a(w2) = ZWJO Zj + Who (4)
configuration input unit X until X, and one constant unit o] _
(bias), a hidden layer that contain n neurons aodtfiut unit The function at (4) is the output of the network :
is shown in fig. 1. y= ijo f(@; ) + Wy ()
j

Input units Hidder units where w, is the weight from bias to the output unit. During
training the network, output unit compares its catep
activationy with its targett to determine the associated error
for that pattern with that unit [13].

Output Units

[ll. DISCRETEWAVELET TRANSFORM

Wavelet function is a mathematics function that ehav
certain characteristics, among them oscillatiosurrounding
zero (like sinus and cosinus function) and be iaedlin time
domain that the mean is at the value of the dormimeavy
relatively, the value of wavelet function is zerd/avelet
function is divided into two type, father wavelap) (and

Fig. 1 FFNN architecture to predict time seriesadaith one hidden layer mother wavelet) that have characteristics :

that contain n neuron and input variables arevétiees at p lag time ® _ @ _

e Seman .Loqo(x)dX—l and j_ooz//(x)dx—o.

With the diadic dilatation and the integer trarsiat father
Wavelet and mother wavelet bear the family of wawel.e.

» Nt-p - iV Jy —
R @ik (X) = (p2')2@(p2’ x = K) and
X =Wo W, + W, W, + Wi, X _: 1 . .

! ‘/’o{. co _Zn now”( on Zi noe )} @) @, () = (p2))?y(p2) x— k) for a scalar p>0, and without
where {w..} is weight between constant unit and neuron, andoi h lizati . b K 1 theat
Weo IS Weight between constant unit and output. Thaghts reduce t elzgenera Ization, It can _?2 ta en p= ot
{W,} and {w,;} are the connection weights between inpu@ () =2'"“@p(2'x-k)and ¢ (x) =2'"“@ (2’ x-k) . The

with neuron and between neuron yvith output,_ redpEgt  function @,«(x) andy;,(X) have characteristics :
The functionsy,, andy,, are the activation functions that be ’ ’

FFNN model with one hidden layer and inp
X1y X¢_p,..., Xi_, €an be explained as :

used at neuron and output, respectively. Notatiam be used j @ (@, 0 (NAX=Jy

to FFNN model is NNg, ..., j, n) that explain FFNN with -

:gsg:.vanables at lagjy, ..., k and n neuron in one hidden j_wl//j,k(x)%k'(@dxzo
Training algorithm that be wused in FFNN is o

backpropagation that involves three stages: thafdemard of j_mwj,k(x)wj',k'(x)dxz 9, Ok k

the input training pattern, the backpropagation tbk 1ifi=i

associated error, and the adjusment of the weidbising \here 4 . :{ ) __J_

feedforward each input unit;jxreceives an input signal and oloif iz

broadcasts this signal to the each of the hiddés mp ..., z,.
Each hidden unit then computes its activation amigited The most simple examples of Haar wavelet are :
summation of the inputs in the form :

z_in; :ZWji X; + Wy 2
i



1 0<x<1/2 then decomposition into orthonormal wavelet for itaay

w(x)=1-1 12<x<1 (6) function fJL%(R) can be explained as :
0. others f(x)= chokca,ok(x) ) diwi® (8)
and i2jokZ
qa(x):{l 0sx<1 (7) WhereCy,, =< f,@ox >andd;, =< f,y, >
0, others Linier Wavelet Estimator

Beside Haar, another examples of wavelet are Déuidec
(Daublet), symmetris (Symmlet), and Coifman (Cdjfle
wavelet. Visualisation of those are shown in fig. 2

There is a collect of independent dxi, Yi) )}, and n =

2", where m is a positif number. If;Xs design of reguler
point at interval [0,1] where X i/n, then projection f at space

e . V;can be explained as :
: ; ‘ . /k . ;‘X PHK) = ZCJ, k@ (X) or
: s i : Kz
3 = \ 8 P _
3 2 ‘ ) 'Ir I"\ o . \( [I fJ (X)_ZCJ,k¢J,k(X)
H 2 N ' i kOz

where Cj, —<f ¢Jk> _[ f(X)@,, (Xdx . Based on

decomposition of function into orthonormal wavek) to any

812

[l Jl\'". % arbitrary function f 0 L*(R) we get

: " A

R \;— : [ - «/ “‘.,.»F 1Y "F f300= chokwjok(waZd,kw,k(x)
el e B N J2jokrz

where
Fig. 2 Visualisation of some Wavelets

1
Ciok =< fiwjo,k >:.[Of(x)qojovk(x)dx and
Multi resolution analysis ¥(R) is closed state space 1
{V;,j0Z} that follow : dje =< Ty >= [ 0ok (5o
') -+ V20V 0Vo0V1 0V - Because the function of regression f is unknownnthe
i) Ny Vi={0h U Vi=L(R) estimator f at space;¢an be explained as :
i) fOv; < f(2)0V;, f3(x)= ZéJ,k(”J,k(X)
iv) fOV,= f(.-k)OV,,0kOZ
v) There is a functon @OV, so that where éJ,k = ZY(”J (X)), or

%k =¢.—k),kOZ form orthonormal basis to oV - o
j .
forall j,k O Z, ¢ (¥) = 24411(2J x—k). f (9 = chok¢10k(x)+§édj kWik(¥)  (9)
If {V, j O Z} is multi resolution analysis fromAR), then
there is orthonormal basidy,; j,kO0z} for L*(R): where €, = ZY Pox (X;)
Wik =22 (2 x-k), so that for any arbitrary function( =
- 1
LZ(R),_ _ djx :FzYil//j,k(xi) ,
PIf =PI+ < fg0 ) >0 i=L
Kz that is an unbiased estimator froey,, and d;, . Wavelet

wherew (x) is generated from

w(x) = Z Clkr )P (X) -

estimator at (9) is called linear wavelet estimator

IV. PRE-PROCESSINGNEURAL NETWORK WITHDWT

Construction of model that be used at this resedasch
Consequence. If @ is a scale function that form shown in fig. 3. At the new architecture, the thsteges that
multiresolution analysis and have to be done are pre-processing to the inputtargeét,
_ K training the network and then post-processing. Waeelet
)= (-1 el @) J postP J



that be used is Haar with a certain level. Thesegature can
be explained below :
1) Decomposition (Pre-Processing):

TABLE 1

SIMULATION RESULT FROM IHSG BY USING FFNN MODEL WIH

HAAR DWT AS PRE-PROCESSING AT SOME LEVEL

Choose a wavelet and a level of decompositionnd, d No

then compute the wavelet decompositions of theatsgn

at level N

2) Training Network :

Do the training process to the network with tragi

Level of Haar RM SE RM SE Testing
Wavelet Training
1 1 19.77947 65.96432
2 2 33.38706 70.64850
3 3 36.79194 147.7053
4 4 34.28148 73.48404

algorithm that be chosen before
3) Reconstruction (Post-Processing):

approximation coefficients of level N

model to predict the IHSG data is FFNN with Haaleatel

The new model is expected can give a better piedictOne, in sample and also out-of sample. We have falsod
result. that dwt and i dwt function give more stable resut to

predict the data, whereas theavedec and waverec
function give unstable result, and we must choberféw best

2

’-HHE

INPUT Wavelet Decomposition FFNN Layer

Fig. 3 Construction of FFNN model with wavelet ag-p
processing

results from some trials.

The plot of the best model at a trial, coveragerefict in

sample and also predict out of sample are showfigird(a)
and 4(b), respectively. From the plot in the figure can look
that the model give good result in predict the IH&Ea.

The Plot of IHSG data & its predict from training data of WNN model The Plot of IHSG data & its predict from testing data of WNN model
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Fig. 4 Predict in-sample with 803 training data gmddict out of sample

V. SIMULATION RESULT

We have chosen a financial time series often faantthe
literature as a benchmark, that is IHSG at Burssk Bakarta
that contain 833 series, from Januaf{f & 2007 until May
12" at 2010. The data set is divided into two sectitors
training and testing. The FFNN architecture thatused is
contain one lag time and the bias as input, the beunof
hidden unit is five with logistic sigmoid as actiiean function
and Levenberg-Marquardt as the algorithm to updhte
weights. The maximum epoch that be determined @ 1The
wavelet discrete that be chosen is Haar at sone. [gvhen
the maximum epoch or minimum error is reach, trajrétops.
In order to have a fair comparison, simulation asried out
for each network over some trials (weight initialibn can be
different from trial to trial, depend on the randdnitial
starting point). We divide the data become two ,piwet first
contain 803 as training data and the last 30 datéesting
data. We use Matlab routine as execute program ubat |,
newf f as function to generate FFNN. THet andi dwt
syntax are used to decomposition and reconstructbmns]
wavelet at single level, respectively, whereasedec and
waverec syntax are used to decomposition and
reconstruction of wavelet at multi level. The sumynaf the
simulation result is shown in the table below. (4]

(1]

with 30 testing data from IHSG data by using FFNfghiecture
with Haar wavelet as pre-processing

VI. CLOSING

There are still many others possibility to constromdel

FFNN with discrete wavelet transform as pre-procgss$o
improve the performance of the network. We cantéryuse
other wavelet like Daubechies, Symlets or Coiffleisget
more powerful architecture, and compare them atowuar
level. We can also use various methods to get @bptFaNN
architecture and associate it with wavelet to grinaal of the
new architecture.
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