Appendix 7
RESULTS OF RELIABILITY MULTIPLE CHOICE TESTS 
READING COMPREHENSION VARIABLE
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Appendix  8
RESULTS OF VALIDITY MULTIPLE CHOICE TEST 
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Appendix  9
RESULTS OF STATISTIC DESCRIPTIVE TEST

QUESTIONNAIRE FACTORS INLFUENCE STUDENTS LEARNING OUTCOME 
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Appendix 10
RESULTS OF PRODUCT MOMENT TEST
Correlations
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Appendix 11
CLASSIC ASUMPTION TEST
Classic Assumption Test is a way to determine whether multiple regression model that used by a researcher in analyzing the data of research is good or not. Classic Assumption Test must be done by a researcher when multiple linear regression model will used to analyze the data in research. Multiple regression model (multiple regression) can be mentioned as a good model if it fulfils some of the assumptions that used to be called the classical assumptions. The classical assumptions test process conducted jointly with the regression test process so that the steps of work either in classical assumptions or regression test is same. There are five tests that must be done on the assumption of a regression model, such as: normality, autocorrelation, linearity, multicollinearity, and heteroscedastisity test (Ghozali, 2005: 89).

1.
Normality Test

Normality test aims to determine whether residual variables have a normal distribution. t and F test based on assumption that the residuals follow a normal distribution. If this assumption is violated, the regression model is regarded invalid by the number of available samples. One way commonly used to test the normality of regression model is graphs analysis (normal probability plot/p-plot). Data which is spread around the diagonal line, it indicates normality (Ghozali, 2005: 110). 

2.
Autocorrelation Test

Autocorrelation test aims to test whether the linear regression model there is correlation between the error in period t with bullies error in the previous period (t-1). 
A correlation shows there is a problem called autocorrelation. There are several ways to detect autocorrelation indications one of them is Run Test on the regression residuals data. If Run Test results p > ​​0.05, it shows that there is no autocorrelation problem (Ghozali, 2005: 95).

3.
Linearity Test

This test is used to see whether The data distributions used are linear shaped or not, or the model specification is an empirical study of linear, quadratic, or cubic. One of the ways used to detect it by using F test. 
If p > ​​0.05, it indicates a linear regression model (Ghozali, 2005: 115). 

4.
Multicollinearity Test

The multicollinearity test aims to test whether regression model has no correlation between the independent variables. A good regression model requires no correlation within independent variables, because if it happens the variables are not orthogonal or similarities occur. The orthogonal variables are the independent variables that have correlation values is zero. This test to avoid habits in the decision making process about the partial effect in each independent variables to dependent variable. To detect whether there is a multicollinearity problem, it can be seen from the value of tolerance and its opponent variance inflation factor (VIF). If the obtained tolerance value > 0.1 and variance inflation factor (VIF) <10, it can be said that the regression free from multicollinearity (Ghozali, 2005: 91).

5.
Heteroscedastisity Test

Heteroscedastisity test aims at testing whether the regression model occurs in the inequality variance of residual one observation from others. The similar variances show homoscedastisity and if different it shows heteroscedastisity problem. A good regression model is no heteroscedastisity. There are several ways to detect the presence or absence of heteroscedastisity one of them by looking at the scatter plot graph. If the scatter plot graph pattern spread randomly, it shows there is no heteroscedastisity. (Ghozali, 2005: 105).

Classic Assumption Test Result 
Normality Test
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p > ​​0.05, it shows that regression model distributed normally.
Autocorrelation 
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p > ​​0.05, it shows that there is no autocorrelation problem.
Linearity 
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p > ​​0.05, it indicates a linear regression model
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Tolerance value > 0.1 and opponents variance inflation factor (VIF) <10, it can be said that the regression free from multicollinearity
Heteroscedastisity 
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The pattern obtained shows that the data spread randomly. It indicates there is no heteroscedastisity.
Appendix 12.
RESULTS OF MULTIPLE LINEAR REGRESSIONS
Regression
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R TABLE
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